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a b s t r a c t

Three-phase fluidization refers to fluidization of solid particles by co-current, upward flow of gas and
liquid-phases for the purpose of bringing three-phases in contact in a single operation. Due to compli-
cations in understanding hydrodynamics of three-phase fluidized bed, CFD analysis is used to predict
the hydrodynamics of it. In this study, liquid-phase is water which flows continuously, where as the gas
phase is air which is distributed discretely throughout the bed. Ceramic particle of 1 mm diameter, den-
sity of 2650 kg/m3 is used as a solid phase. Excellent mixing, heat and mass transfer rates are the unique
features of three-phase fluidized bed. The selection of distributor plays an important role in the quality
of fluidization[1]. CFD model is created as the realistic representation of actual fluidized bed. The liquid
and solid flow is represented by the mixture model. The air is injected from the bottom of the fluidized
by means of discrete phase method (DPM). Simulation results are obtained by using porous jump and
porous zone model to represent the distributor. It is found that porous zone model is best applicable in the

industries, since stability of operating conditions is achieved even with non-uniform air, water flowrates
and with different bed heights(100 mm, 200 mm, 300 mm, 400 mm and 500 mm).

Simulated Pressure drop values of the fluidized bed have good agreement with the experimental find-
ings. As the gas flowrate increases, the pressure drop in the column is decreases, provided the initial bed
height, diameter of the column, and liquid flowrate are constant. This is due to decrease in density of
the fluid medium in the bed by means of more gas hold up. The approach of the simulated values to the
experimental values can be reduced with better understanding the nature of the fluidized bed.
. Introduction

Three-phase fluidization is a term commonly used for processes
here a particulate solid is suspended in an upward co-current
ow of gas and liquid. Three-phase fluidization may in some ways
e regarded as intermediate to slurry and fixed bed operations in
articular with regard to particle size which typically falls within
he range from 0.2 mm to 6 mm. The operation is characterized by
he advantages and disadvantages common to fluidized bed opera-
ions. In general the major advantages are the excellent heat transfer
nd ease of addition and removal of solids. Solids entrainment and
ntraphase mixing are potential disadvantages.

In this three-phase study, solid is ceramic particle, liquid-phase
s water and gaseous phase is air. In order to understand the hydro-
ynamics of a fluidized bed operation, it is essential to assess how

ir flow, liquid flow and solids movement are distributed through
ut the equipment. The understanding of three-phase flows is still

imited due to complicated phenomena underlying interactions
etween phases such as particle–bubble interactions and the liq-
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E-mail address: naramanrect@yahoo.co.in (N. Anantharaman).

385-8947/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
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© 2009 Elsevier B.V. All rights reserved.

uid interstitial effect during particle–particle collision. Numerical
modeling techniques such as computational fluid dynamics (CFD)
provide an important means to obtain this understanding. This
study is concerned with the development of a computational model
of three-phase flows i.e., in the liquid–solid mixture; the air is
injected as bubbles. This simulation work combines the mixture
model with discrete bubbles to predict the behavior of the individ-
ual phases.

A two-dimensional simulation is developed by using porous
zone and porous jump model. Even though the Eularian model is
more accurate than the mixture model, porous jump model is not
applicable with Eularian model. Hence, for the comparison study
between the porous zone and porous jump model, mixture model
is chosen for both porous zone and porous jump cases. In this com-
parison study, it is found that the porous zone model performs
better with non-uniform air flowrates. Porous zone modeling is
recommended from the industrial scale point of view. From the
experiments conducted by varying the air flowrate, it is found that

the pressure drop of the bed decreases with increasing air flowrate.
This is due to reduction in density of the mixture, as most of the
water is replaced by air. Optimum air flowrate selection for better
fluidization as well as reducing the power consumption is needed.
Simulation results agree with the experimental findings.

http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:naramanrect@yahoo.co.in
dx.doi.org/10.1016/j.cej.2009.07.037
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Due to the complex nature of the hydrodynamics of bubbly
ow in liquid–solid media, it is difficult to obtain a mechanistic
odel that can be used to calculate the bubble rise velocity in

arious physical properties and system parameters [2]. For wide-
ange predictions of the bubble rising characteristics in liquid–solid
uspensions and of the dynamic behavior of gas–liquid–solid flu-
dization systems including the interactions of individual bubbles
nd particles, numerical simulations based on the computational
uid dynamics are required.

Numerous numerical simulation works are developed by
sing CFD codes in the recent years. Such a numerical simula-
ion of gas–liquid–solid fluidization systems using a combined
FD–VOF–DPM method is done by Li et al. [3]. In this study, a
ew approach is developed to predict the characteristics of the dis-
rete phases. Numerical studies of bubble and particle dynamics in
three-phase fluidized bed at elevated pressures is developed by

hang et al. [2]. A discrete phase simulation is developed to study
he bubble and particle dynamics in the three-phase fluidized bed
t high pressures [2]. Li et al. [4] have developed numerical stud-
es of bubble formation dynamics in gas–liquid–solid fluidization at
igh pressures. Van Sint Annaland et al. [5] have done the work on
umerical simulation of gas–liquid–solid flows using a combined

ront tracking and discrete particle method [5].

. Computational models

.1. Liquid-phase equations

The modeling equations for the multiphase flows can be
btained from the Navier–Stokes equations for single-phase flows.
ispersed particles and volume-averaging technique are used to
evelop a set of partial deferential equations to describe the mass
nd momentum conservation of individual phases. The volume-
veraged forms of the conservation equations can be written as:

Liquid-phase continuity equation:

∂ε�

∂t
+ ∇(ε�V) = 0 (1)

Liquid-phase momentum equation:

��
∂(ε�V)

∂t
+ ��∇(ε�VV) = −∇P + ∇(ε��) + ε���g + Fpf + Fbf (2)

here V is the liquid velocity vector, ε� is the liquid hold up, �� is
he liquid density,

P is the scalar pressure, � is the viscous stress tensor, Fpf and Fbf
re forces acting on the liquid-phase from individual particle and
ubble, which can, respectively be obtained using Newton’s third

aw and a continuum surface force (CSF) model.

.2. Ceramic particle governing equations

.2.1. Ceramic particle motion equations
The motion of a ceramic particle in the three-phase fluidized bed

s given by Lagrangian coordinates. The origin of this coordinate is
ttached with the center of the moving particle. The particle rota-
ional acceleration or deceleration is negligible during the motion
ithout collision. The force on a particle can be determined exclu-

ively from its interaction with the liquid by choosing reasonable
ime step. A time step of 10−4 s in chosen, which is similar to the
oncept of Cundall and Strack [6].
The motion of a single particle without collision can be governed
y Newton’s second law:

p
dxp

dt
= vp (3)
ng Journal 155 (2009) 207–214

mp
dvp

dt
= mpg − Vp�g + Ffb + FbP (4)

where xp and vp are the particle position and velocity, respectively,
in Eq. (3) and the four terms on the right-hand side of Eq. (4) are
the gravity force, the buoyancy force, the liquid interaction force
and the gas–bubble interaction force, respectively.

2.2.2. Total forces on ceramic particle
Total forces acting on the ceramic particle is composed of all

applicable forces, including drag, added mass, gravity, buoyancy
and Basset history force. The interface force between the particle
and gas bubble, Fbp, can be obtained by using a bubble-induced
force model [2].

The forces acting on a particle from liquid, Ffp, include the drag
force, the added mass force and the Basset force. The Saffman and
Magnus forces are ignored due to small particle size (dp = 1 mm)

Ffp = FD + FAM + FBA (5)

It is to be noted that the pressure gradient force is not included
in Eq. (5). For consistency (Xu and Yu [7]), this force has been
accounted for in the liquid-phase momentum equation given in Eq.
(2). The drag force acting on a suspended particle is proportional
to the relative velocity between the phases and has the following
form

FD = 1
2

C ′
D�A

∣∣V − Vp

∣∣ (V − Vp) (6)

where A is the cross-sectional area of the particle to the direction
of the incoming flow and C′

D is the effective drag coefficient.
The drag force in the liquid–solid suspension depends strongly

on the local liquid hold up in the vicinity of the particle under con-
sideration. The effective drag coefficient can be obtained by the
product of the drag coefficient for an isolated particle and a correc-
tion factor as given by Wen and Yu [8]:

C ′
D = CDε�

−4.7 (7)

where CD is a function of the particle Reynolds number (Rep). For
rigid spherical particles the drag coefficient CD can be estimated by
the following equations given by Rowe and Henwood [9]:

CD = 24/Rep(1 + 0.15Re0.687
p ) Rep < 1000 (8)

CD = 0.44 Rep ≥ 1000 (9)

The fluid travels along with the particle with same acceleration
as that of the particle and exerts additional mass force to the solid
mass. For a spherical particle, the volume of the added mass is equal
to one-half of the particle volume, VP.

FAM = 1
2

�Vp
d

dt
(V − VP) (10)

The Basset force induced by the particle acceleration or decel-
eration in liquid can be expressed as suggested by Mei and Adrian
[10]:

FBA = 3��dp

t∫
0

K(t − �)
d(V − VP)

dt
d� (11)

where K(t − �) in Eq. (11) is given as

K(t − �) =
{{[

�(t − �)v
r2

] 1/4

+
[

1
2

�
(U + vp − v)3

rpvf 3(Re)
(t − �)2

]1/2
}−2
p H

(12)

fH(Re) = 0.75 + 0.105Re, Re = Udp/	 (13)
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here 	 the kinematic viscosity of the fluid and U is the mean
tream velocity.

.3. Analysis of ceramic particles collision

When particles move upwards due to fluidization, collision
etween the particles occurs. In this study, the hard sphere
odel proposed by Hoomans et al. [11] for gas–solid flow simu-

ation is used for the particle–particle collision is adapted. In this
odel, collisions between spherical particles are binary and quasi-

nstantaneous, and there is a sequence of collisions during each
ime step. This assumption is a very important consideration in the
article–particle collision analysis. The molecular dynamic simu-

ation proposed by Allen and Tidesley [12] is used to locate the
inimum flight time of particles before any collision [3].

.3.1. Effect of liquid shear
The liquid interfacial effect is important when two particles

ove close to each other in liquid–solid systems than gas–solid
ystems. This is an important consideration when the distance
etween two particles is less than 0.1dp. Thus, the close-distance

nteraction model is used to locate the particle contact velocity
ust before collision, which considers the strong damping effect due
o the liquid film before the particles touching each other [3]. The
article normal contact velocity can be described by:

1 + 1
2

�

�p
+ 3

16
�

�p

r3
p

h3

)
dup

dh
= 9�f


2r2�p

up − u

up

+ 9
32

�

�p

r4
p (up − u)

∣∣up − u
∣∣

up

−
(

1 − �

�p

)
g

up
+

9�

t∫
0

K(t − �)
[
d(up − u)/dt

]
d�

2r2�pup
(14)

here h is the distance between two particles, rp is the radius of
article, and f (Schiller and Naumann [13]) and ˚ are the correction

unctions and can be expressed as

= exp

((
Rep

1.7

)0.44(�p

�

)0.19( rp

h

)Re0.47
p

)
(15)

= 1 + 0.15Re0.687
p (16)

using the Runge–Kutta method, Eq. (14) can be solved to locate
he particle normal contact velocity just before the collision.

.3.2. Kinetic collision analysis
This kinetic collision analysis is used to obtain velocities of par-

icles after collision. Assuming that the collision occurs between
articles a and b, the normal components after collision can be given
y the definition of the restitution coefficient and the momentum
onservation equation

UN′
a − UN′

b

UN
b

− UN
a

= e (17)

aUN
a + mbUN

a = maUN′
a + mbUN′

b (18)

here UN is the normal velocity of the particle (a or b) at the contact
oint before collision, UN′

a is the normal velocity of the particle (a

r b) at the contact point after collision. The value of e can be eval-
ated from Lattice-Boltzmann simulation [14]. The value of e is not
eadily obtainable experimentally for the liquid medium compared
o that for the gas medium. The simplified Mindlin’s contact theory
s applied to obtain the tangential components after the collision.
ng Journal 155 (2009) 207–214 209

If the incident angle, defined as the ratio of the particle–particle
relative velocity in the tangential direction to that in the normal
direction, is less than the critical angle (˛cr = tan−1(2fk)), where fk
the friction coefficient, the sticking collision occurs

UT ′
a = UT ′

b (19)

In other words, the sliding collision occurs, in which (Fan and Zhu,
1998)

(UT
a − UT

b ) − (UT ′
a − UT ′

b ) = 2fk(UN
a − UN

b ) (20)

where UT is the tangential velocity of particle (a or b) at the contact
point.

Eqs. (19) or (20) together with the momentum conservation
equation, Eq. (21) give rise to the tangential velocities [3]:

maUT
a + mbUT

b = maUT ′
a + mbUT ′

b (21)

The collision induces the change of particle rotation. The angular
velocities after the collision are determined by:

Ib(ω′
a − ωa) = ma(UT ′

a − UT
a )ra

Ib(ω′
b

− ωb) = mb(UT ′
b

− UT
b

)rb

(22)

where ω is the angular velocity of the particle (a or b), and I is the
moment of inertia defined by I = 2/5(mpr2

p ).

2.4. Interphase couplings

2.4.1. Coupling between gas and liquid-phases
In the three-phase fluidized bed, the interaction between the

gas–liquid happens throughout the bed. The gas flows as bubbles
in the suspended medium of liquid–solid. Many models explain the
coupling of gas–liquid phases. In the gas–liquid free surfaces, the
stress boundary condition follows the Laplace equation as:

Ps = P − Pv = �K (23)

where the surface pressure Ps is the surface tension induced pres-
sure jump across the interface. The continuum surface force model
[15] converts the surface force into a volume force within free sur-
faces. The volume force at the free surfaces is given by the CSF model
as:

Fbf (X, t) = � K(X, t) ∇F(X, t) (24)

So for in the gas–liquid-phases, the volume force is considered
to be the interface force in the system.

2.4.2. Coupling between particle and liquid-phases
The interaction between the particle and liquid can be explained

by Newton’s third law. Based on this law of motion, the total forces
acting on particles yield a reaction force on the liquid. Therefore, the
momentum transfer from particles to liquid is taken into account
by the liquid–particle interaction force term Fpf in Eq. (2):

Fpf =
∑

Fk
fb


Vk
ij

Xk
P ∈ ˝ij (25)

where subscript ij defines the location of a computational cell, ˝
and 
V are the domain and volume of this cell, respectively. Ffb
of any individual particle can be expressed by Eq. (5). The liquid
properties on the particle are obtained by an area-weighted aver-
aging method based on the properties at the four grid points of the
computational cell containing the particle [2].
In the liquid–solid suspension, the liquid hold up ε� is obtained
by subtracting the volume fraction of the particles from that of the
liquid–solid suspension in a computational cell. This cell-averaged
method is only used to account for ε� in solving the volume-
averaged equations for the liquid-phase i.e., Eqs. (1) and (2). The
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article-centered area averaging method is used to obtain ε� in
olving the particle phase equation i.e., Eq. (7). A correlation based
n the comparison between a hexagonal lattice and an FCC unit
ube [11] is used to modify ε� from two-dimensional to three-
imensional approach. From this, it is possible that to predict the
haracteristics in three-dimensional simulations [2].

.4.3. Coupling between particle and gas phases
Due to discrete bubbly phase of the gas, the interaction is not

ignificant as with liquid–solid interactions. The surface tension
orce also plays an important role on the particles through the liq-
id film when particles move close to the gas–liquid interface. The
ize of computational cell is larger than the thickness of the film
f gas–liquid interface, so that bubble-induced force model (BIF) is
pplied to the particle:

bp = Vp�K(X, t)∇F(X, t) (26)

This BIF should be more in order to avoid bubble breakage. If the
article overcomes this bubble-induced force, the particle would
enetrate the bubble surface. The penetrating particle breaks the
ubble surface momentarily upon contact. If the penetrating parti-
le is small, the bubble may recover its original shape upon particle
enetration [16]. However, if penetrating particle is large, the bub-
le breakage may take place [5].

. Experimental setup

.1. Fluidized bed column

A schematic diagram of the experimental set-up is shown in
ig. 1. The fluidized bed column is 1000 mm length and 25.4 mm
n diameter. The liquid flowrate was measured with pre calibrated

otameter and the gas was fed to the column through a pressure
egulator and a calibrated rotameter. The gas and the liquid streams

erged and passed through an expansion cone. The mixing section
nd the grid ensured that gas and liquid were well mixed and evenly
istributed into the bed. A three-phase separator at the top of the

Fig. 1. Experimental setup.
ng Journal 155 (2009) 207–214

column, allowed experiments to be carried out for a very wide range
of operating conditions and allow the gas to escape and liquid to be
recirculated.

3.1.1. Pressure measurement
The pressure drop across the bed was measured with the help

of a U-tube manometer.

3.1.2. Bed height
Experiments were carried out at different bed heights of 100 mm

to 500 mm with the interval of 100 mm and the pressure drop stud-
ies were carried out on the three-phase fluidized bed, by varying
the liquid and gas flowrates and the bed behavior was observed.

3.2. Distributor plate

3.2.1. Functions of the distributor
Distributor plate is one of the most critical design factors. Many

studies report on the critical role of the distributor in fluidized bed
systems. A substantial proportion of the difficulties encountered in
fluidized bed processes can be attributed to inadequate distributor
design or malfunctions in operation.

3.2.2. Pressure drop across the distributor
The design of a distributor in terms of required pressure drop is

directly or indirectly influenced by a more number of variables such
as pressure drop across the particle bed, bed weight, bed height, bed
expansion ratio, fluidizing gas flowrate, bed material particle type,
particle size and distribution, particle density, distributor geometry
and thickness.

In order to achieve a homogeneous fluidizing gas flow over the
entire cross-section of the bed, the pressure drop across the dis-
tributor should be large enough to guarantee that the gas flowrate
through the distributor is relatively undisturbed by the bed pres-
sure fluctuations above the grid or the inherent resistance of
rearrangement for gas below the grid [1]. The power consumption
and the cost for the compressor also increase with higher distribu-
tor pressure drop. The selection of a suitable distributor is important
through an optimization procedure.

4. CFD model of the fluidized bed

4.1. Computational grid generation

Prior to the CFD calculations, the geometry was defined and a
grid was generated using Gambit 2.1.4, the pre-processor and mesh
generator for the CFD solver. CFD model of the fluidized bed domain
is a realistic representation of the lab-scale fluidized bed. The mod-
eling includes air inlet, distributor, cylindrical extension and air
outlet can be distinguished sequentially.

At these locations, the largest gradients were expected to occur,
so mesh refinement was applied, boundary layers in the vicinity of
the distributor and an increased number of nodes near the walls.
The mesh quality was evaluated using the Equiangular Skew (QEAS)
criterion, which is a normalized measure of the element skewness.
Otherwise it may be undesirable as it may impede solution con-
vergence and accuracy. For all generated 3-D meshes, the QEAS of
at least 90% of the control volumes was lower than or equal to 0.4.
Therefore, the overall mesh quality could be considered very well.
The complete domain was conceived as a fluid zone. After meshing
the domain, the grid was imported into Fluent 6.1.20 (Fluent), the

CFD solver used in this study.

4.1.1. CFD simulation with the porous jump boundary condition
In porous jump boundary condition, mixture model in multi-

phase simulation is chosen, since porous jump is not applicable



ineeri

w
m
p
e
t
n
m

4

t
j
s
r
m
c
t
m
m
b
o
o

4

u
d
c
v
d
a
t
i
a
v
m
f
s

5

5

5

d
w
v
a
w
u
p
v

5
c

fi
b
s
n
f
T
s

K. Sivaguru et al. / Chemical Eng

ith Eulerian model. The mixture model is a simplified multiphase
odel that can be used to model multiphase flows. In the multi-

hase flow, phases move at different velocities, but assume local
quilibrium over short spatial length scales. The coupling between
he phases should be strong. It can also be used to model homoge-
eous multiphase flows with very strong coupling and the phases
oving at the same velocity.

.1.2. CFD simulation with the porous zone boundary condition
In porous zone boundary condition mixture model is chosen for

he CFD simulations. While comparing the porous zone and porous
ump model, all the parameters are to be kept similar. As we have
een already, the porous jump model is not applicable for the Eule-
ian model. The mixture multiphase model in Fluent allows for the

odeling of multiple separate, yet interacting phases. The phases
an be liquids, gases, or solids in nearly any combination. A mixture
reatment is used for each phase, in contrast to the Lagrangian treat-

ent that is used for the discrete phase model. With the mixture
ultiphase model, the number of secondary phases is limited only

y memory requirements and convergence behavior. Any number
f secondary phases can be modeled, provided that sufficient mem-
ry is available.

.2. CFD solver

CFD simulations were performed using a single-precision,
nsteady-state, segregated, implicit solver. To reduce numerical
iffusion, a second-order upwind scheme was selected for the dis-
retisation of the momentum equations. The relationship between
elocity and pressure correction was calculated using the stan-
ard algorithm. Default values for all under-relaxation factors were
pplied. Convergence was evaluated in two ways: (1) by following
he scaled residuals of each conserved variable and (2) by observ-
ng the evolution in facet average static pressure in a face upstream
nd downstream of the distributor. A solution was considered con-
erged (1) when the scaled residuals had dropped six orders of
agnitude for the energy equation and three orders of magnitude

or all other simulated variables and (2) when the facet average
tatic pressure in both faces had levelled off.

. Result and discussions

.1. CFD simulation results

.1.1. Influence of boundary condition specification
The CFD results presented below were obtained with the two-

imensional computational domain. These results were obtained
ith a boundary condition of velocity for water at the inlet. The

olume fraction of the solid at the initial, were found to be 0.6 in the
ctual fluidized bed and is given as input. The velocity at the inlet for
ater and air as measured with rotameter in the actual studies were
sed. These values are given as input to the Fluent to find out the
ressure drop in the fluidized bed. The experimental and simulated
alues of the pressure drop are compared and results presented.

.2. CFD simulation results with the porous jump boundary
ondition

The thickness and the permeability and the pressure-jump coef-
cient of the distributor were entered as inputs for the porous jump
oundary condition. The important consideration to be taken in this

imulation is that porous jump model is applicable to the face and
ot for cell zone. Fluent 2-D simulations were carried out for a dif-

erent bed height 100 mm to 500 mm with the interval of 100 mm.
he pressure outlet boundary condition was set at 0 pa gauge pres-
ure for this simulation i.e., the fluid which is coming out of the
ng Journal 155 (2009) 207–214 211

fluidized bed is at atmospheric pressure. Careful selection of the
air flowrate will help to prevent particles in the fluidized bed from
becoming elutriated or entrapped in the filter housing.

The observed effect is a non-uniform air flow which is redirected
into the opposite direction on crossing the air distributor. This con-
dition was not considered to be realistic. Although the pressure
drop as a function of the air flowrate was found to be relatively in
good agreement with experimental measurements, it was observed
that the use of a porous jump boundary condition to model the
distributor behavior was not appropriate in this experimental con-
figuration.

5.3. CFD simulation results with the porous zone boundary
condition

CFD simulations were performed for a 7 mm porous zone thick-
ness, taking into account the physical thickness of the distributors
and combining the values for the impermeability and the inertial
resistance. The distributor characteristics for the distributors mod-
eled as a porous zone are

Porous zone thickness is 0.007 m,

Dz = 7.54e + 08 m−2, Cz = 2361 m−1.

The boundary conditions are similar to the porous jump model
except the porosity of the fluid in the porous zone model. The
distribution of the air–water is more uniform than porous jump
model, but more pressure drop in the distributor is observed. Due
to higher pressure drop, the power consumption i.e., to pump water
and air into the fluidized bed is more. Optimization of cost involved
between the uniform fluidization and power spent is necessary. In
this porous zone model, it is observed that CFD modeling of the
air–water distributor resulted in a physically possible pattern even
for an unequal contacting in the distributor. The use of smaller val-
ues of zone thickness resulted in a somewhat high mesh density
across the distributor and no difference in the simulated air flow
pattern was found. Convergence is delayed due to lower value of
porous zone thickness and hence an optimized value of thickness
has to be given as input.

5.4. Comparative studies on porous zone and porous jump models

Simulation works were done by varying the bed height. The bed
height varied from 100 mm to 500 mm with the interval of 100 mm.
The plots shown below are obtained at the middle of the bed by
means of surface creation.

5.4.1. Radial distance vs. dynamic pressure
In the plot of radial distance vs. dynamic pressure as shown in

Figs. 2 and 3, as the bed height increases the dynamic pressure
increases in both porous and porous jump cases. The dynamic pres-
sure of the porous jump model is more than the porous model. From
this it is concluded that the pressure drop is more in the case of the
porous zone model. The main purpose of the distributor is to ensure
uniform flow pattern in the fluidized bed. This requires more pres-
sure drop across the distributor. From the pressure drop point of
view, the best model is porous zone model. But at the same time, it
is very important that the power consumption should be low.

5.4.2. Radial distance vs. velocity of the mixture

The plot shown in Figs. 4 and 5 is radial distance vs. velocity of

the mixture. As the bed height increases the velocity of the mixture
also increases due to reduction of the gas–liquid hold up in the
bed. The gas and liquid move freely on the surfaces of the ceramic
solid particle. The velocity of the mixture is less for porous zone
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ig. 2. Variation of dynamic pressure with radial distance – porous zone model.

odel due more pressure drop, but the variation in the velocity of
he mixture is less in this case. In the case of porous jump model,
he velocity of the mixture profile shape matches with the actual
ase but the variation is more when compared to the porous jump
odel. From this, it is known that for uniform air–water flowrates

he porous jump model is better than porous zone model. Obviously
rom the industrial scale point of view, air–water variation is more.
o from the industrial point of view the porous zone is better than
orous jump model.

.4.3. Radial distance vs. velocity of water
The plot shown in Figs. 6 and 7 is radial distance vs. velocity of

ater. In this case also as the bed height increases the velocity of the

ater also increases. The velocity of water varies more in the case

f porous jump model when compared to the porous zone model.
he velocity profile in the porous jump model obeys with the actual
ase, but here also it is observed that the variation is more. When the

ig. 3. Variation of dynamic pressure with radial distance – porous jump model.

ig. 4. Variation of velocity of the mixture with radial distance – porous zone model.
Fig. 5. Variation of velocity of the mixture with radial distance – porous jump model.

fluctuation is more, the type of distributor of porous jump model is
not the correct option.

5.4.4. Radial distance vs. velocity of solids
Figs. 8 and 9 show the plot of radial distance vs. velocity of

solids. As the bed height increases the velocity of the solids in the
down ward direction also increases, because of increased veloc-
ity of gas–liquid-phases with the bed height. Initially solids do not
posses any velocity. After some period of time, the solids posses
some velocity which is obtained from the gas–liquid-phases (fric-
tional velocity). In this case also for porous jump model, the velocity
of solids varies more with bed height when compared to the porous
zone model. The velocity profile in the porous jump model obeys

with the actual case, but here also it is observed that the variation
is more. When the fluctuation is more, porous jump model is not
the required distributor type.

Fig. 6. Variation of velocity of water with radial distance – porous zone model.

Fig. 7. Variation of velocity of water with radial distance – porous jump model.
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Fig. 8. Variation of velocity of solids with radial distance – porous zone model.

Fig. 9. Variation of velocity of solids with radial distance – porous jump model.
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Fig. 11. Variation of pressure drop (N/m2) with gas flowrate (lpm) (bed height:
200 mm, E: experimental, S: simulated).

Fig. 12. Variation of pressure drop (N/m2) with gas flowrate (lpm) (bed height:
300 mm, E: experimental, S: simulated).

Fig. 13. Variation of pressure drop (N/m2) with gas flowrate (lpm) (bed height:
400 mm, E: experimental, S: simulated).
ig. 10. Variation of pressure drop (N/m2) with gas flowrate (lpm) (bed height:
00 mm, E: experimental, S: simulated).

As the bed height of solids increases, the solid fraction in the
iddle of the bed increases due to fluidization of solids. As the gas

owrate increases the solid fraction increases till a particular stage,
fterwards the entrainment starts.

.5. Experimental and simulated values

.5.1. Gas flowrate vs. pressure drop
The pressure drops are measured at various heights i.e., above

he gas distributor and the other near the top of the fluidizing col-
mn as a function of superficial gas velocity with the secondary
uid flow as constant. Both the experimental and simulated pres-
ure drops are shown in Figs. 10–14 for bed heights varying from
00 mm to 500 mm. Then the pressure drop in the lower region

ecreases with the increase in the gas flowrate, where as in the
pper region of the riser the pressure drop almost remains constant
o some extent and increases suddenly indicating that particles
ave been entrained to that section due to dense phase expansion.

Fig. 14. Variation of pressure drop (N/m2) with gas flowrate (lpm) (bed height:
500 mm, E: experimental, S: simulated).
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[14] S. Chen, G. Doolen, Lattice Boltzmann method for fluid flows, Annual Review of
Fluid Mechanics 30 (1998) 329–364.
14 K. Sivaguru et al. / Chemical Eng

olids are carried over when superficial velocity approaches the
erminal velocity. Beyond this point the solids will be completely
ntrained leaving the total bed vacant. Therefore velocity of single
article can be safely taken as the lowest limit of the superficial

iquid velocity required for the three-phase fluidized bed.
With further increase in the superficial velocity the pressure

radient at the upper section starts to drop off due to the uni-
orm distribution of solids over the bed and at a particular flowrate
he pressure drop will be zero. This is obtained when the bed is in
omplete fluidized state.

.5.2. Effect of superficial flowrates on pressure drop
The pressure drop of the column is decrease for an increase in air

owrate at a constant liquid flowrate. Initially the bed is fluidized
y liquid and at this stage the bed remains the normal fluidized bed.
s the gas is supplied in, the bubble formation takes place. At low
elocities the bubble size is small. As bubble rises it carries both
olid particles and liquid droplets with it. Due to more gas hold up
n the column, the density of the fluid medium decreases, hence t
e pressure drop decreases. Experiments are conducted by varying
he bed height and compared with the simulated values. It is found
hat as bed height increases, pressure drop in the bed increases and
imulated values of pressure drop are less than the experimental
alues due to all frictional resistance which is present in actual case
nd cannot be evaluated by simulation results.

. Conclusion

For uniform air–water flowrate, porous jump model is bet-
er than porous zone model. Obviously from industrial point of
iew porous zone is better than porous jump model, due to more

ariation of air–water flowrate in industries. As the gas flowrate
ncreases with constant liquid flowrate, the pressure drop of the
olumn decreases. This is due to reduced density in the bed since
ore gas hold up is in the bed. Simulated values of pressure drop

re less than the experimental values due to all frictional resistance
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which is present in actual and cannot be evaluated by simulation
results.
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